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Overview

e Overview of the course
e Statistical learning

e Assessing model accuracy

O Reading

James et al (2021), Chapters 1 and 2
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Lecturers

P,a. &)MJ @Uﬂsw.ed’u.aq
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Data Science Skills

Substantive

Expertise
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http://drewconway.com/zia/2013/3/26/the-data-science-venn-diagram
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Actuaries use data for good

C-Suite Public Policy

Commerecial arymen Balancing interests
STraregic advisory The bigger picture
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Actuarial
Data Lab

Technical mastery
Analytical rigour

Source: Actuaries Institute
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https://actuaries.asn.au/microsites/actuaries-use-data-for-good
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Do data better with an Actuary

The media could not be loaded, either because the server or network failed or because the format is not supported.

Source: Actuaries Insititute
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https://dodatabetter.com.au/the-actuarial-advantage/
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Learning activities

The learning activities of this course involve the following (besides additional
self-revision):

1. Self-study: _ Q / / -{

* Performing reading of relevant textbook chapters
. . . Nt teo olerse
* Doing lab questions (conceptual and applied)

2. Lectures: Esxam W

* Engaging in preparations activities for each week’s lectures
3. Labs:
* Engaging in preparations activities for each week’s lab

* Actively engaging in the lab sessions + Guest lecture

+ £ Aeum
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Course textbook

James, G., Witten, D., Hastie, T., Tibshirani, R.,
An Introduction to Statistical Learning with
Applications in R, Springer, 2nd version, 2021
e Book

= Electronic copy

» R labs with detailed explanations

= A lot of resources including crowdsource
solutions to questions

e We will cover most of the material in this
book.

e Focus on intuition and practical
implementation

Gareth James
Daniela Witten
Trevor Hastie
Robert Tibshirani

An Introduction

to Statistical
Learning

Second Edition



https://www.statlearning.com/

Course textbook - Further references

Trevor Hastie
Robert Tibshirani
Jerome Friedman

The Elements of
Statistical Learning

Second Edition

@ Springer

s

Hastie, T., Tibshirani, R., Friedman, ]., The
Elements of Statistical Learning: Data Mining,
Inference, and Prediction., Springer, 2009

¢ This book can serve as reference for those
interested in the math behind the methods.
e Available here

¢ This is not the focus of this course.
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http://web.stanford.edu/~hastie/ElemStatLearn/
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Statistical Learning / Predictive Analytics
Sprpng 4 y

A vast set of tools for understanding data.

Other names used to refer to similar tools (sometimes with a slightly different
viewpoint) - machine learning, predictive analytics

Techniques making significant impact to actuarial work especially in the

insurance industry How do e Wése 2

Historically - started with classical linear regression techniques
ons i “ae f bt f7
Contemporary extensions included

" better methods to apply regression ideas — b‘% / &LMé / ?(L"%

= non-linear models —~ Tﬂ?ﬂ&

» unsupervised problems — C

Facilitated by powerful computation techtiiques and also accessible software

hasR
bR [l
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What is statistical (machine) learning?

input, predictor,

Independent variable, output, response
feature dependant variable
X > Nature > Y
o~ 8¢A”J gmwmuﬂ W oo &9
Wﬁ% l.—% ond M . Stock freces
. Wl o ra
Ouies dil # |2 Mol S | T Y
lagh roun? f G(yﬂa/mw

iy "5@’60745“ _
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What is statistical (machine) learning?

input, predictor, |

Independent variable, | , output, response
I dependant variable
l
I

f)e(ature ’E f(X) .Y

Prediction Inference % l

e Predict outcomes of Y given X e Understand how Y is affected by@

e What it means isn’t as important, it [ ® Which predictors do we add? How
just needs accurate predictions are they related?

e Models tend to be more complex * Models tend to be simpler

s
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The Two Cultures

Statistical Learning Machine Learning
Origin Statistics Computer Science
£(X) Model Algorithm
CE———
Emphasis Interpretability, precision Large scale application and
and uncertainty prediction accuracy
Jargon Parameters, estimation Weights, learning
Confidence Uncertainty of parameters =~ No notion of uncertainty
interval
Assumptions Explicit a priori assumption No prior assumption, we

learn from the data

See Breiman (2001) and Why a Mathematician, Statistician, & Machine Learner
Solve the Same Problem Ditferently

s


https://projecteuclid.org/download/pdf_1/euclid.ss/1009213726
https://blog.galvanize.com/why-a-mathematician-statistician-machine-learner-solve-the-same-problem-differently-2/
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What is statistical (machine) learning?

Recall that in regression, we model an outcome against the factors which might

affect it QM‘W% we Qy,ﬁ
‘Qéf\ Y = f(X) Moagpre  OF

* Y is the outcomes, response, target variable W@ ,
we haved

e X :=(X1,Xy,...,X,) are the features, inputs, predictors o E},—or
* € captures measurement error and other discrepancies % -

————

= Our objective is to find an appropriate f for the problem at hand. Harder
than it sounds

e What Xs should we choose?

e Do we want to predict realit rediction) or explain reality (inference)?
p y (p p y (inference)

e What's signal and what’s noise?
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How to estimate f?

_—\IParametric

Focus,
0() EI e Make an assumption about the shape of f 1

— =

e Problem reduced down to estimating a few parameters

Lo = Works fine with limited data, provided assumption is reasonable
* Assumption strong: tends to miss some signal
Fom,_g Non-parametric AN ..
v W OWption about f’s shape o 0 :
W@)@ * Involves estimating a lot of “parameters” j '
' >

» Need lots of data
e Assumption weak: tends to incorporate some noise

* Be particularly careful re the risk of overfitting

chlo

s
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Example: Linear model fit on income data

Using Education and Seniority to explain Income:

...‘
S\
\
‘ §

¢ Linear model fitted

e Does a pretty decent job of fitting the data, by the looks of it, but doesn’t
capture everything

17 /37



Example: “Perfect” fit on income data
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e\noo\l\

e Non-parametric spline fit

s

o Fits the data perfectly. This is indicative of overfitting
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Actuarial Application: Health Insurance model
choice

Predicted vs. observed claimed amounts for MuNICH
particular subgroups allows optimal model
choice

Munich RE

Observed and predicted average claimed amounts in 2012 itemized by age and

gender (here only women)

Traditional approach GLM Random Forest
Predicted (Trad) and observed Predicted (GLM) and observed Predicted (RF) and observed
o
81 — obsf — obsf — obsf
— esi-f — est-f — estf
S |
E @©
£
© o
3 3
£
2 o
2§
o
@
-
~N
o

The traditional approach takes age and gender into account and therefore

mostly performs quite good on average. Only the random forest detects the
peak for women in their thirties (pregnancy treatments)

Source: Munich Re April 2015 16
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Tradeoft between interpretability and flexibility

e We will cover a number of different methods in this course

* They each have their own (relative) combinations of interpretability and
flexibility:

S _| Subset Selection
T Lasso
Least Squares
2
I Generalized Additive Models
o Trees
o
[0]
E
Bagging, Boosting
z | .*Support Vector Machines
)
T I ®

Low High

Flexibility

—> Predielan
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Discussion Question

Suppose you are interested in prediction. Everything else being equal, which
types of methods would you prefer?

oloy g M.
o Boested  medele

21137
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Supervised vs unsupervised learning
Supervised = — Mﬂou) “P.Ma/ W

e There is a response (y;) for each set of predictors (z;)
* e.g. Linear regression, logistic regression

e Can find f to boil predictors down into a response

Unsupervised

Types o cubloas
* No y;, just sets of z; -
o e.g. Cluster analysis W&AL q

e Can only find associations between predictors

22137
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Cluster analysis is a form of unsupervised
learning

T T T T T T T
0 2 4 6 8 10 12 0 2 4 6

X1 X1

For illustration we have provided the real groups (in different colours)

In reality the actual grouping is not known in an unsupervised problem

Hence idea is to identify the clusters.

The example of the right will be more ditficult to cluster properly
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Actuarial Application: predict claim fraud and
abuse

DATA MODELING EXAMPLE: CLUSTERING

provid

100+

O Investigators validated a
small set of known
fraudulent providers

O Visualization tool

displays clustering,

showing known fraud

[» [ |+ [ o] &Plex]e> -« | 4lx

and abuse
O Subset of 100 providers
g - Entity size: dollarspait
with similar patterns =
investigated: Hit rate >
70% Cube size proportional to annual Medicaid revenues

Intelligent

© 1999 Intelligent T ies Corporati TECHNOLOGIES'
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A note re Regression vs Classification problems

Regression Classification

Slok, price

60000
120

1007 400007
o~ O

> & -

80

20000 -
60 - O
O
(I) 5(IJO 1 OIOO 15IOO 20IOO 25I00
X1
* Y is quantitative, continuous * Y is qualitative, discrete
e Examples: Sales prediction, claim size ® Examples: Fraud detection, face
prediction, stock price modelling recognition, accident occurrence,
death
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Assessing model accuracy

* Measuring the quality of fit and examples
» Training MSE ]
Test MS

e Bias-variance trade-off and examples

 Classification setting and example: K-Nearest Neighbors
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Assessing Model Accuracy

e There are often a wide range of possible statistical learning methods that can
be applied to a problem

* There is no single method that dominates over all others is all data sets

* How do we assess the accuracy? m o + 4 ,

» Quality of Fit: Mean Squared Error

n !
MSE = = 3 - @) 4
- N Predilon

" This should be small if predicted responses are close to true responses.

= Note that if the MSE is computed using the data used to fit the model
(which is called the training data) then this is more accurately referred to
as the training MSE. \

s
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Discussion question

What are some potential problems with using the training MSE to evaluate a
model?

(What \7% we Tk 70(%9 Y O

;\m/? _ Bl bt 1% 'm paode/
Wnﬁ MRE = (U@,{J}ﬂ %
’P(%} ; ??

We dort ’W‘%’”"'@“ij"
oty

s




Discussion question

Consider the example below. The true model is black, and associated ‘test” data
are identified by circles. Three different fitted models are illustrated in blue,
green, and orange. Which would you prefer? M

Erroe o7
we Mve pi Waoed M

o |
/1 ® d
S MsE
o | a7 <
T S
LI‘] wn
°© - ]
® o
> s
o
n o
© [ e 7 ~
g |
- '
< g | §
o | MSE
o
I I I I I I I I I I
0 20 40 60 80 100 2 5 10 20
X Flexibility

s

29 /37




s

Examples: Assessing model accuracy

The following are the training and test errors for three different problems:

10.0 1

7.5+

MSE

2.5+

0.04

5.0

0 10 20 30 40 50
X
@ Training
A Test
! ! ! !
10 20 30 40
flexibility

e

T
10

20
flexibility

T T
30 40

MSE

1004

75+

50 -

25+

T v T T T
10 20 30 40 50

4 4

10 20 30 0
flexibility

30/37
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Bias-Variance Tradeoff

The expected test MSE can be written as: 2
_ Uﬂ/wa, o°
E(yo — f(20))° = Var(f (o)) + [Bias(f(x0))]* + Varte)
: ) Bw&
e Var(f(z)): how much f would change if a different training set is used

o [Bias(f(x0))]?: how much the model is off by

J irreducible error
\f?‘{) ~Eror e Consl puoded

There is often a tradeoff between Bias and Variance

v 0 >
.o .ng
Q \ ©C 9 /\
c v
X S
‘

31/37
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Examples: Bias-variance tradeoff

The following are the Bias-Variance tradeoff for three different problems:

T T v T T T
0 10 20 30 40 50

X

100 -

754
4 3

s s 501

25+

O_ - . =
10 20 30 40 10 20 30 40 10 20 30 40
flexibility flexibility flexibility

32 /37
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Classification
Objective

* Place data point into a category (Y') based on its predictors (X;)

e Test Error is the proportion of times the estimate is wrong

Ave (I AO))

—

Bayes’ Classifier

e Assigns a prediction xy to the class j which maximises P(Y = j| X = z)
 In the case of two classes, this would be the one where P(Y = j|X = ) > 0.5

e Theorectically the optimum, but in reality do not know the conditional
probabilities.

e A simple alternative is the K nearest neighbors (KNN) classifier
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K-nearest neighbours - illustration

|- Omaﬁeo

7 - Blug or
2 — Blue

34 /37
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K-nearest neighbours

K-nearest neighbours

Looks at a new observation’s K-nearest (training) observations

» [n other words, it maximises

P(Y = j|X =) = %Zﬂ(w = J)

1=1

* New observation’s category is where the majority of its neighbours lie

e High K: less variance but more bias, fit missing signal - too close to a global

Qe m——

average

e Low K: less bias but more variance, fit too noisy - assuming less relationship
between close-by data points than there is

e Intelligent choice of K is key: too low and you overfit, too high and you miss
important information
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K-nearest neighbours example, K=10

KNN: K=10

Xo

(purple is the Baves boundaryv, black is the KNN boundarv with K=10)
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K-nearest neighbours example, K=1, K=100

KNN: K=1 KNN: K=100
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